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Introduction

Video Anomaly Detection
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Time Axis
start end

locating the start and end of the event at the frame level

Positive Bag

Negative Bag

Snippet
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Motivation

• Feature Dynamics (FD)

Score Difference between adjacent snippet

• Score Dynamics (SD)

Feature Difference between adjacent snippet

Temporal Dynamics
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Motivation
Positive Bag Negative Bag

SD in Positive Bag ≫ SD in Negative Bag

Score Dynamics Ranking 𝓛𝑫𝑹
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Motivation
Positive Bag Negative Bag

The FD and SD within a bag show a certain temporal consistency

Feature Dynamics Alignment 𝓛𝑫𝑨
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Overall Structure of LA-Net with DDL method

Methodology
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Feature Extraction

Methodology

Untrimmed Video 𝜈

Sliding Window 𝜒 = 𝑥" "#$%

Snippet Feature 𝑋 = 𝐼3𝐷(𝜒) ∈ ℝ!×#
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Locality-aware Attention Network

Methodology
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Multiple Instance Learning

Methodology
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Discriminative Dynamics Learning

Methodology
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Score Dynamics Ranking --> Outer Bag
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Discriminative Dynamics Learning

Methodology

Feature Dynamics Alignment --> Inner Bag
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Overall Objective Function

Methodology
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State-Of-The-Art Performance

Experimental Results
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Ablation Study

Experimental Results
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Qualitative Analysis

UCF-Crime

XD-Violence



Thank You!
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